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ABSTRACT

Functions-as-a-Service (FaaS) or serverless functions have emerged
to be particularly well-suited for stateless, short-lived computation.
They make the power of complex distributed systems, such as
Kubernetes, accessible to many programmers without the steep
learning curve. At the same time, these FaaS functions provide
cloud providers with unprecedented control over the underlying
infrastructure and operational logic, opening up new options and
insights that could be used to improve performance beyond that of
existing cloud models.

However, dealing with asynchronous, stateful functions in FaaS
is a largely unsolved problem - especially when it comes to commu-
nication with third-party applications. Although, the introduction
of workflow management systems (e.g. AWS Step Functions, Fis-
sion Workflows) in this field has provided it with a way to manage
state through composition of FaaS functions into more complex
functions or workflows, these do not capture well the asynchronous
interactions of functions with external systems.

In this talk we explore the problem of FaaS functions and work-
flows interacting asynchronously with stateful systems (e.g. AWS
MechanicalTurk) external to the FaaS system. We explore several
different approaches, including polling, callbacks, channels, etc.

We propose the use of distributed Promises to elegantly solve
stateful coordination problems between Faa$S functions, workflows,
and external systems. For the application developers the familiar
notion of promises allows them express asynchronous tasks more
intuitively using the FaaS model. On the other hand, for cloud
providers and researchers promises provide yet more control and
options to improve the performance of the FaaS platform. One
interesting example of this is Promise Pipelining, which would allow
for reductions in latencies by eliminating network round-trips in
certain cases.

Using a prototype implementation of distributed Promises on
top of the Kubernetes orchestration platform, we demonstrate inte-
gration with the Fission FaaS and Fission Workflows systems. With
this prototype, and an overview of potential research directions,
we hope to encourage researchers to also explore this direction of
decoupling data from computation in FaaS.
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